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ABSTRACT
We study the problem of continual test-time adaption where the
goal is to adapt a source pre-trained model to a sequence of unla-
belled target domains at test time. Existing methods on test-time
training suffer from several limitations: (1) Mismatch between the
feature extractor and classifier; (2) Interference between the main
and self-supervised tasks; (3) Lack of the ability to quickly adapt to
the current distribution. In light of these challenges, we propose
a cascading paradigm that simultaneously updates the feature ex-
tractor and classifier at test time, mitigating the mismatch between
them and enabling long-term model adaptation. The pre-training of
our model is structured within a meta-learning framework, thereby
minimizing the interference between the main and self-supervised
tasks and encouraging fast adaptation in the presence of limited
unlabelled data. Additionally, we introduce innovative evaluation
metrics, average accuracy and forward transfer, to effectively mea-
sure the model’s adaptation capabilities in dynamic, real-world
scenarios. Extensive experiments and ablation studies demonstrate
the superiority of our approach in a range of tasks including image
classification, text classification, and speech recognition. Our code
is publicly available at https://github.com/Nyquixt/CascadeTTA.
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(a) Parallel Paradigm
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<latexit sha1_base64="w1Podw0HEouDD3BgkaDxXK6y6Fs=">AAAB63icbVBNS8NAEJ3Ur1q/qh69LBbBU0lKqR4LXjxWsB/QhrLZbpqlu5uwuxFK6F/w4kERr/4hb/4bN20O2vpg4PHeDDPzgoQzbVz32yltbe/s7pX3KweHR8cn1dOzno5TRWiXxDxWgwBrypmkXcMMp4NEUSwCTvvB7C73+09UaRbLRzNPqC/wVLKQEWxyaZREbFytuXV3CbRJvILUoEBnXP0aTWKSCioN4Vjroecmxs+wMoxwuqiMUk0TTGZ4SoeWSiyo9rPlrQt0ZZUJCmNlSxq0VH9PZFhoPReB7RTYRHrdy8X/vGFqwls/YzJJDZVktShMOTIxyh9HE6YoMXxuCSaK2VsRibDCxNh4KjYEb/3lTdJr1L1WvfnQrLUbRRxluIBLuAYPbqAN99CBLhCI4Ble4c0Rzovz7nysWktOMXMOf+B8/gARpo44</latexit>

� <latexit sha1_base64="2DxcLuE+ogEaWLUbS/GXNLS9IVo=">AAAB73icbVBNS8NAEJ3Ur1q/qh69LBbBU0hE1GPBi8cK9gPaUDbbTbt0N4m7E6GE/gkvHhTx6t/x5r9x2+agrQ8GHu/NMDMvTKUw6HnfTmltfWNzq7xd2dnd2z+oHh61TJJpxpsskYnuhNRwKWLeRIGSd1LNqQolb4fj25nffuLaiCR+wEnKA0WHsYgEo2ilTg9HHGlf9as1z/XmIKvEL0gNCjT61a/eIGGZ4jEySY3p+l6KQU41Cib5tNLLDE8pG9Mh71oaU8VNkM/vnZIzqwxIlGhbMZK5+nsip8qYiQptp6I4MsveTPzP62YY3QS5iNMMecwWi6JMEkzI7HkyEJozlBNLKNPC3krYiGrK0EZUsSH4yy+vktaF61+5l/eXtbpbxFGGEziFc/DhGupwBw1oAgMJz/AKb86j8+K8Ox+L1pJTzBzDHzifPyVQj/0=</latexit>

✓m

Forward Backward (Pre-train) Backward (Test)

Feature Extractor Main Classifier
<latexit sha1_base64="D1tsqWsLLwguVJTFlox4ynowihI=">AAAB8HicbVBNS8NAEJ3Ur1q/qh69LBahp5JIUfFU8OKxgm2VNpTNdtMu3U3C7kQoob/CiwdFvPpzvPlv3LY5aOuDgcd7M8zMCxIpDLrut1NYW9/Y3Cpul3Z29/YPyodHbROnmvEWi2WsHwJquBQRb6FAyR8SzakKJO8E45uZ33ni2og4usdJwn1Fh5EIBaNopccejjjSvrrulytuzZ2DrBIvJxXI0eyXv3qDmKWKR8gkNabruQn6GdUomOTTUi81PKFsTIe8a2lEFTd+Nj94Ss6sMiBhrG1FSObq74mMKmMmKrCdiuLILHsz8T+vm2J45WciSlLkEVssClNJMCaz78lAaM5QTiyhTAt7K2EjqilDm1HJhuAtv7xK2uc176JWv6tXGtU8jiKcwClUwYNLaMAtNKEFDBQ8wyu8Odp5cd6dj0VrwclnjuEPnM8fo5qQOw==</latexit>

✓m :
<latexit sha1_base64="rGPgWtL8bXCJIVhrURTIvUkJGd4=">AAAB8HicbVBNS8NAEN3Ur1q/qh69LBbBU0lKUfFU8OKxgm2VNpTNdtIu3U3C7kQoob/CiwdFvPpzvPlv3LY5aOuDgcd7M8zMCxIpDLrut1NYW9/Y3Cpul3Z29/YPyodHbROnmkOLxzLWDwEzIEUELRQo4SHRwFQgoROMb2Z+5wm0EXF0j5MEfMWGkQgFZ2ilxx6OAFmfXffLFbfqzkFXiZeTCsnR7Je/eoOYpwoi5JIZ0/XcBP2MaRRcwrTUSw0kjI/ZELqWRkyB8bP5wVN6ZpUBDWNtK0I6V39PZEwZM1GB7VQMR2bZm4n/ed0Uwys/E1GSIkR8sShMJcWYzr6nA6GBo5xYwrgW9lbKR0wzjjajkg3BW355lbRrVe+iWr+rVxq1PI4iOSGn5Jx45JI0yC1pkhbhRJFn8kreHO28OO/Ox6K14OQzx+QPnM8flGCQOQ==</latexit>

✓a : Auxiliary Classifier
<latexit sha1_base64="PcDoVR5iLSxlBSWVIVWtJwaD7S0=">AAAB7HicbVBNS8NAEJ3Ur1q/qh69LBZBPJREioqnghePFUxbaEPZbCft0s0m7G6EUvobvHhQxKs/yJv/xm2bg7Y+GHi8N8PMvDAVXBvX/XYKa+sbm1vF7dLO7t7+QfnwqKmTTDH0WSIS1Q6pRsEl+oYbge1UIY1Dga1wdDfzW0+oNE/koxmnGMR0IHnEGTVW8rvpkN/2yhW36s5BVomXkwrkaPTKX91+wrIYpWGCat3x3NQEE6oMZwKnpW6mMaVsRAfYsVTSGHUwmR87JWdW6ZMoUbakIXP198SExlqP49B2xtQM9bI3E//zOpmJboIJl2lmULLFoigTxCRk9jnpc4XMiLEllClubyVsSBVlxuZTsiF4yy+vkuZl1buq1h5qlfpFHkcRTuAUzsGDa6jDPTTABwYcnuEV3hzpvDjvzseiteDkM8fwB87nD42tjnQ=</latexit>

� :

<latexit sha1_base64="1T4i/9x3iJn4DRtI/c81mN5bX6w=">AAAB73icbVBNS8NAEN3Ur1q/qh69LBbBU0lKUY8FLx4r2A9oQ5lsN+3SzSbuToQS+ie8eFDEq3/Hm//GbZuDtj4YeLw3w8y8IJHCoOt+O4WNza3tneJuaW//4PCofHzSNnGqGW+xWMa6G4DhUijeQoGSdxPNIQok7wST27nfeeLaiFg94DThfgQjJULBAK3U7eOYIwxgUK64VXcBuk68nFRIjuag/NUfxiyNuEImwZie5yboZ6BRMMlnpX5qeAJsAiPes1RBxI2fLe6d0QurDGkYa1sK6UL9PZFBZMw0CmxnBDg2q95c/M/rpRje+JlQSYpcseWiMJUUYzp/ng6F5gzl1BJgWthbKRuDBoY2opINwVt9eZ20a1Xvqlq/r1catTyOIjkj5+SSeOSaNMgdaZIWYUSSZ/JK3pxH58V5dz6WrQUnnzklf+B8/gAUVI/1</latexit>

✓a

Figure 1: (a) Parallel paradigm for test-time training [40],
and (b) our proposed cascading paradigm for continual test-
time training. The proposed cascading paradigm efficiently
mitigates the mismatch between the feature extractor and
main classifier, enabling long-term model adaptation.

1 INTRODUCTION
Intelligent systems operating in real-world settings frequently en-
counter non-stationary data distributions that evolve over time.
For example, self-driving cars would face dynamically changing
environments due to weather, lighting conditions, geographic loca-
tions, etc. This variability poses significant challenges to machine
learning models as a highly accurate model on training data may
fail catastrophically on shifted distributions [11? ? ? ? ]. These chal-
lenges necessitate model retraining to assimilate new distributions,
also known as continual learning [31]. However, most existing con-
tinual learning approaches are designed primarily for fully labeled
datasets, which is prohibitively expensive.

Test-time adaptation [34, 40, 45? ] is a promising approach to
adapt a pre-trained model to unlabelled target data without access
to training data. The essence of these methods lies in the incor-
poration of a self-supervised learning (SSL) task, e.g., predicting
image rotation, minimizing the entropy loss, etc. Recently, Wang
et al. [46] has extended the problem setting to continual test-time
adaptation, where there is a sequence of target distributions at test
time, to better reflect the real-world scenario. However, recent work
Liu et al. [29] shows that the unconstrained model update from the
SSL task may interfere with the main task. This interference results
in the accumulation of prediction errors and a gradual deviation
from the model’s true predictive mechanism, preventing long-term
model adaptation. Moreover, existing methods lack the ability of
quickly adapting (e.g., adapting with few gradient steps) the model
to the current distribution and demand statistically sufficient data
(e.g. large batch size). This issue is crucial for continual and non-
stationary settings when test data arrive in an online manner with
small batches. In addition, test-time training methods [3, 29, 40]
typically employ a parallel paradigm (Fig. 1 (a)) with an auxiliary
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classifier for the SSL task, thus only enabling feature update while
keeping the main classifier fixed at test time. Continually updating
the model in such a manner would lead to a growing misalignment
between the feature extractor and the main classifier, leading to
deteriorated test accuracy.

To address the issues, we propose a cascading paradigm for
continual test-time adaptation. In contrast to previous parallel par-
adigm which only enables feature update, the proposed cascade
paradigm (Fig. 1 (b)) synchronously modulates the feature extractor
and main classifier at test-time, mitigating the mismatch between
them and enables long-term model adaptation. To optimize the pro-
posed cascading paradigm, we organize the model pre-training in a
meta-learning framework, minimizing the interference between the
main and SSL tasks and encouraging fast adaptation with limited
amounts of unlabelled data.

Given the complexities identified in continual test-time adapta-
tion, we recognize the need for more refined metrics in addition to
those tailored for standard test-time adaptation [13]. Taking inspi-
ration from the continual learning literature [43], we introduce two
new evaluationmetrics to the continual test-time adaptation setting:
(1) average accuracy identifies whether the model has drifted away
from the true prediction mechanisms at the end of the adaptation
process, and (2) forward transfer evaluates the model’s capability to
leverage knowledge from the past domains to adapt to the current
one. To summarize, our contribution is multi-fold:

• We propose a cascading paradigm tailored for continual test-
time adaptation to efficiently eliminate the mismatch be-
tween the feature extractor and classifier at test-time, en-
abling long-term model adaptation.
• We organize themodel pre-training in ameta-learning frame-
work to align the main and SSL tasks, meanwhile encourag-
ing fast adaptation to target distributions in the presence of
limited unlabelled data.
• We introduce new evaluation metrics, namely average accu-
racy and forward transfer, to further understand the model’s
behavior in long-term adaptation.
• Extensive experiments demonstrate the superiority of our
approach in a wide scope of tasks including image classifica-
tion, text classification, and speech recognition.

2 RELATEDWORK
Test-time Adaptation. Several methods have been developed to
adapt pre-trained models to test data from shifted distributions
without accessing source data. Liang et al. [27] used information
maximization and pseudo-labeling for implicit alignment between
target and source domains. Sun et al. [40] adapts the feature extrac-
tor using self-supervised tasks like image rotation prediction. Batch
normalization methods, including re-estimating target domain nor-
malization statistics [25] and introducing entropy-based updates
[45], are also utilized. However, these methods often lack flexibility
for continually changing distributions. Recently, Wang et al. [46]
formulated continual test-time adaptation (CoTTA) to address the
issue of catastrophic forgetting for non-stationary distributional
shifts. Despite its effectiveness, CoTTA updates all parameters of
model, degrading adaptation efficiency and risking overfitting to

data streams. This problem is also known as batch dependency, or
over-adaptation on previous test batches [52].

Continual Learning. The objective is to learn progressively
from tasks in sequence without erasing previously gained knowl-
edge [7]. Existing methods can be divided into three categories:
regularization-based [18, 26], memory replay [5, 35], and parameter
isolation methods [1, 30]. Different from continual test-time adap-
tation, they focus on learning new tasks with fully labelled datasets.
Several methods are proposed to adapt models to a sequence of
unlabelled target domains, also known as continual domain adapta-
tion [15, 49]. Liu et al. [28] suggested a meta-adaptation framework
capable of capturing the evolving pattern of the target domain.
Su et al. [39] proposed gradient regularized contrastive learning
to learn discriminative and domain-invariant representations si-
multaneously. Lao et al. [20] introduced a modularized two-stream
system which can handle both task and domain shifts. However,
these methods rely on the co-existence of both the source and target
domains, and cannot be applied directly in our problem. Lifelong
domain adaptation [16, 36] lifts this restriction but necessitates
estimating internal source distribution for adaptation.

Meta-learning.Meta-learning [37] is a long-standing topic on
learning models to generalize over a distribution of tasks. Model-
Agnostic Meta-Learning (MAML) by Finn et al. [9] was proposed
to adapt the model to new tasks within a few gradient steps. The
key idea is to learn a good initialization from which the model is
able to be quickly adapted to new tasks with few-shot examples.
Several approaches [? ? ] have been proposed to use meta-learning
to address distributional shifts. Li et al. [23] suggested an episodic
training paradigm to improve models’ generalization capability.
Balaji et al. [2] came up with MetaReg that meta-learned a reg-
ularization function that can generalize to new domains. Dou et
al. [8] proposed to incorporate global and local constraints to learn
semantic feature spaces in a modified MAML framework. MT3 [3]
was formulated to incorporate meta-learning into test-time adapta-
tion by learning task-specific model parameters for different tasks.
However, MT3 requires the meta-model to be accessed at test time
which makes continual adaptation for a single model unsuitable.

3 PROBLEM FORMULATION
The problem of continual test-time adaptation is defined by a
pair of random variables (𝑋,𝑌 ) over instances 𝑥 ∈ X ⊆ R𝑑 and
corresponding labels 𝑦 ∈ Y, where (𝑋,𝑌 ) follows an unknown
joint distribution P(𝑋,𝑌 ). At training, we have access to a single
source domain S with labelled dataset DS = {𝒙𝑖𝑠 ,𝒚𝑖𝑠 }

𝑛𝑠
𝑖=1, where

DS ∼ PS (𝑋,𝑌 ). At test time, we are presented with a sequence
of target domains T = {T1,T2, · · · ,T𝑁 } where for each T𝑖 we only
have access to an unlabelled dataset DT𝑖 =

{
𝒙𝑘𝑡𝑖

}𝑛𝑡𝑖
𝑘=1

and 𝒙𝑡𝑖 arrive
in an online manner with small batches while DS is not available:

𝒙𝑡𝑖
𝑖 .𝑖 .𝑑.∼ DT𝑖 where DT1 → DT2 , · · · ,→ DT𝑁 ∼ PT .

The objective is to learn a predictor 𝑓𝜓 : X → Y to predict
labels {𝒚𝑘𝑡𝑖 }

𝑛𝑡𝑖
𝑘=1 for each T𝑖 , where𝜓 are learnable model parameters.

Typically, 𝑓𝜓 is decomposed into a feature extractor ℎ𝜙 : X → Z ⊂
R𝑝 and a classifier 𝑔𝜃 : Z → Y, i.e., 𝑓𝜓 = 𝑔𝜃 ◦ℎ𝜙 , where𝜓 = (𝜙, 𝜃 ).
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Evaluation Metrics
The first evaluation metric is the standard mean online error, which
measures the average classification error across all batches during
adaptation, denoted as E(𝜓 ). In addition, motivated by continual
learning [43], we propose to evaluate the model in terms of aver-
age accuracy and forward transfer. Let R𝜓 (T𝑖 |T𝑗 ) denote the test
accuracy on domain T𝑖 after observing T𝑗 . We measure the average
accuracy A(𝜓 ) on all domains at the end of adaptation:

A(𝜓 ) = 1
𝑁

𝑁∑︁
𝑡=1
R𝜓 (T𝑡 |T1:𝑁 ). (1)

Second, we evaluate forward transfer by measuring the accuracy
difference between a model that was updated through the sequence
of past domains and a model that was only updated by the last
domain:

F (𝜓 ) = 1
𝑁 − 1

𝑁∑︁
𝑡=2
R𝜓 (T𝑡 |T1:𝑡 ) − R𝜓 (T𝑡 |T𝑡 ). (2)

The higher the better for two metrics. A high A(𝜓 ) denotes that
the model does not deviate from the true prediction mechanism; a
positive F (𝜓 ) indicates the model’s ability to leverage knowledge
from previous domains.

4 METHOD
We introduce a cascading paradigm, as illustrated in Fig. 1 (b),
tailored for continual test-time adaptation. During training, we
update the model on the source domain through a main and a self-
supervised learning (SSL) task. At test time, the feature extractor
and classifier are concurrently updated through the SSL task. This si-
multaneous update diminishes discrepancies between them, paving
the way for sustained model adaptation to target domains. While a
straightforward approach to achieve the cascading paradigm might
involve pre-training the model on both the main and SSL tasks
using multi-task learning, recent research by [29] indicates poten-
tial pitfalls: in multi-task learning, unrestricted updates from the
SSL task can inadvertently conflict with the main task, potentially
undermining rather than enhancing test accuracy. Furthermore,
multi-task learning does not inherently ensure rapid adaptation
to target distributions. To address these challenges, we propose a
meta-learning framework during model pre-training. This frame-
work enforces gradient alignment between the two tasks, effectively
reducing task interference and improving test accuracy.

4.1 Cascading Paradigm
Domain Adaptation [4] is widely used to address distributional
shifts without supervision. However, it requires the co-existence
of both the source and target domains. Test-time training [40] was
proposed to address this issue by leveraging a SSL task for model
adaptation. This method employs a parallel paradigm (Fig. 1 (a)):
a main classifier 𝜃𝑚 for the supervised learning task, an auxiliary
classifier 𝜃𝑎 for the SSL task, and the two classifiers share the same
feature extractor 𝜙 . All modules are updated in pre-training by
multi-task learning, while only the feature extractor is updated at
test-time through the SSL task. However, continually updating the
model in such manner would gradually increase the discrepancy

(1) Domain Randomization

Source dataTransformation

Sample random 

transformation

Meta-train set

Meta-test set

Domain-specific 

parameters

(2) Meta-train

(3) Meta-test

Forward pass

Backpropagation

S
p
lit

(a) Pre-training Phase

Test data

(b) Test-time Adaptation Phase

Figure 2: Overview of pre-training and adaptation phases.
𝜋 ∼ Ψ denotes a transformation randomly sampled from a
predefined pool of transformations.LENT: entropy loss, LCE:
cross-entropy loss.

between the feature extractor and main classifier, accumulating
prediction errors and deviating from the true prediction mechanism.

To address this issue, we propose a cascading paradigm (Fig. 1
(b)) to synchronously modulate the feature extractor and classi-
fier for continual test-time adaptation. Specifically, we reorganize
the architecture in a sequential manner, starting with the feature
extractor 𝜙 , followed by the main classifier 𝜃𝑚 and finally the auxil-
iary classifier 𝜃𝑎 in that order. At test time, the self-supervised loss
calculated on the output of 𝜃𝑎 is utilized to synchronously update
both 𝜙 and 𝜃𝑚 .

4.2 Model Pre-training
To optimize the proposed cascading paradigm, a straightforward
way is to pre-train the model on both the main and SSL task through
multi-task learning. However, recent work by [29] shows that in
multi-task learning, the unconstrained model update from the SSL
task may interfere with the main task, deteriorating the test accu-
racy rather than improving it. Moreover, multi-task learning cannot
guarantee fast adaptation to target distributions. To address these is-
sues, we propose a meta-learning framework for model pre-training
to enforce the gradient alignment between the two tasks, mitigating
task interference and enabling fast adaptation with only a single
gradient step. Following [32, 45], we employ the entropy loss as
the self-supervised loss. Our pre-training phase, which includes
meta-train and meta-test steps, is structured in a manner that aligns
with gradient-based meta-learning approaches like MAML [9].
DomainRandomization. First, we create simulated non-stationary
target domains that the model would encounter during test time
to support the meta-learning scheme. We employ domain random-
ization [44? ] to generate domain augmentations from the single
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source S through a set of transformations Ψ. Given Ψ and the
source samples {(𝒙𝑠 ,𝒚𝑠 )} ∼ PS (𝑋,𝑌 ) , we generate augmentations
by sampling a specific transformation 𝜋 ∼ Ψ, and then applying
it to the given data, obtaining {(𝜋 (𝒙𝑠 ) ,𝒚𝑠 )} ∼ 𝑝 (S+). For each
iteration, we sample a mini-batch 𝜏 ∼ PS+ (𝑋,𝑌 )𝜏 ∼ PS+ (𝑋,𝑌 )
representing a random domain. We then divide 𝜏 into meta-train
data Dtrn

𝜏 and meta-validation data Dval
𝜏 for the meta-learning

pre-training phase. Domain randomization varies across different
modalities. The implementation details are provided in Sec. 6 and
Appendix A.
Meta-train. In the inner loop, to mimic themodel adaptation at test-
time, we update 𝜙 and 𝜃𝑚 using the gradients of entropy calculated
on the output of 𝜃𝑎 . Specifically, let𝜓 = {𝜙, 𝜃𝑚}, we update𝜓 via
one step stochastic gradient descent on Dtrn

𝜏 while fixing 𝜃𝑎 :

𝜓 ′ ← 𝜓 − 𝛼∇𝜓E𝜏∼PS+
[
LENT (𝜓, 𝜃𝑎 ;Dtrn

𝜏 )
]
, (3)

where 𝛼 is the learning rate of the inner loop and LENT is the
entropy loss. At test time, to avoid overadapting to the data stream
and mitigate the risk of catastrophic forgetting, we only update BN
parameters of 𝜙 . Inspired by the work of [25], [38], and [45], we re-
estimate the statistical moments and update the affine parameters.
Meta-test. In the outer loop, we update𝜓 and 𝜃𝑎 using the gradient
of the meta-loss LMeta on Dval

𝜏 :

{𝜓, 𝜃𝑎} ← {𝜓, 𝜃𝑎} − 𝛽∇{𝜓,𝜃𝑎 }LMeta (𝜓 ′, 𝜃𝑎 ;Dval
𝜏 ),

LMeta = E𝜏∼PS+
[
LCE

(
𝜓 ′;Dval

𝜏

)
+ 𝜆LENT

(
𝜓 ′, 𝜃𝑎 ;Dval

𝜏

)]
,

(4)
where 𝛽 is the learning rate of the outer loop, LCE denotes cross-
entropy loss, and 𝜆 is the balancing coefficient. Intuitively, the meta-
learning framework distills knowledge from unlabelled samples
and leverages it to facilitate supervised classification. Moreover,
the meta-learned initialization enables the model to fast adapt to
target domains using limited unlabeled samples. With a few steps
of gradient update from the meta-learned representation, the model
can produce accurate predictions on the incoming data stream.
This capability further allows the model to be reliably adapted long-
term without deviating too far from the meta-learned initialization,
empirically illustrated in Sec. 6.1. The pre-training procedure is
summarized in Algorithm 1.

It is worth noting that although Tent and CoTTA do not require
special treatment to model pre-training, they require statistically
sufficient data for model adaptation. We empirically show that our
approach outperforms CoTTA by ∼ 9% in accuracy with the batch
size of 16 (see Sec. 6.4).

5 THEORETICAL ANALYSIS
We first show that the meta-learning framework encourages gra-
dient alignment between the main and self-supervised learning
(SSL) tasks. Next, we show this alignment further upper-bounds
the generalization error by adopting theH -divergence [4].
Theorem 1. (Gradient alignment between the main and SSL tasks).
LetLMain (𝜓 ) be the loss function for the main task andLSSL (𝜓, 𝜃𝑎)
be the loss function for the SSL task. Suppose the model parameters
are updated using Eq. (4). Then, the gradient of the meta-objective

Algorithm 1: Pre-training for Cascading Paradigm.
Input: Source domain S, transformations Ψ
Output: Learned𝜓 and 𝜃𝑎

1 while not converged do
2 Sample data {(𝒙𝑠 ,𝒚𝑠 )} ∼ PS (𝑋,𝑌 ) ;
3 Sample a transformation 𝜋 ∼ Ψ ;
4 Generate augmentations {(𝜋 (𝒙𝑠 ) ,𝒚𝑠 )} ;
5 Split {(𝜋 (𝒙𝑠 ) ,𝒚𝑠 )} into {Dtrn

𝜏 ,Dval
𝜏 } ;

6 Meta-train: Get𝜓 ′ using Dtrn
𝜏 via Eq. (3) ;

7 Meta-test: Update {𝜓, 𝜃𝑎} on Dval
𝜏 via Eq. (4);

8 end

LMeta with respect to (𝜓, 𝜃𝑎) can be decomposed as:

(𝐼−𝛽∇2(𝜓,𝜃𝑎 )LSSL (𝜓 ′, 𝜃𝑎))⊤ (∇𝜓LMain (𝜓 ′)+𝜆∇(𝜓,𝜃𝑎 )LSSL (𝜓 ′, 𝜃𝑎)),

where 𝐼 is the identity matrix and ∇2(𝜓,𝜃𝑎 )LSSL (𝜓 ′, 𝜃𝑎) is the Hes-
sian matrix of LSSL with respect to (𝜓, 𝜃𝑎). If the Hessian matrix is
positive semi-definite and the learning rate 𝛽 is sufficiently small
(small 𝛽 ensures that the first-order approximation is valid), the
gradient of the SSL task does not interfere with the gradient of the
main task, but rather provides useful information for adaptation.
Theorem 2. (Generalization Upper Bound. Adapted from [28]).
Assuming 𝑑HΔH (PT𝑖 , PT𝑗 ) ≤ 𝛼 |𝑡𝑖 − 𝑡 𝑗 | holds with constant 𝛼 for
𝑡𝑖 , 𝑡 𝑗 ≥ 0, then for any 𝜓 , with probability at least 1 − 𝛿 over the
sequence of 𝑁 target domains T :

E𝑡EPT L(𝑓𝜓 (𝒙 ),𝒚 ) ≤ EPS L(𝑓𝜓 (𝒙 ),𝒚 ) +
1
𝑁

𝑁∑︁
𝑖=1
[𝑑HΔH (PS, PT𝑖 ) ]

+ E𝑡𝜆𝑡 +𝑂
( 𝛼

𝛿𝑁

)
,

where 𝜆𝑡 = min𝜓 [EPSL(𝑓𝜓 (𝒙),𝒚) +EPTL(𝑓𝜓 (𝒙),𝒚)] measures the
adaptability from source to target. Our method reduces generalization
risks on target domains (EPT in 𝜆𝑡 ) by aligning the self-supervised
learning (SSL) and main tasks.

6 EXPERIMENTS
We evaluate our approach on three modalities using five benchmark
datasets: CIFAR-10-C, CIFAR-100-C and Tiny-ImageNet-C [13] for
image classification, Amazon Reviews [6] for text classification, and
Google Commands [47] for speech recognition. Section 6.4 includes
ablation studies to investigate key components of the proposed cas-
cading paradigm. We include source code, implementation details,
and more experimental results in the supplementary.
Baselines.We compare the proposed cascading paradigm to the
following baselines: (1) Empirical Risk Minimization (ERM) [42]:
is trained on the source domain and directly evaluated on target
domains without any update. (2) Adaptive Batch Normalization
(AdaBN) [24]: re-estimate normalization statistics on each incom-
ing batch in target domains. (3) Test-time training (TTT) [40]: use
a self-supervised learning task, i.e., predicting image rotation, to
update the feature extractor at test time. (4) Tent [45]: update both
normalization statistics and affine parameters by entropy minimiza-
tion, modified to fit the continual setting by not resetting during
the adaptation process. (5) CoTTA [46]: continually adapt a source
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Table 1: Results (%) on CIFAR-10/100-C and Tiny-ImageNet-C with the highest corruption severity on the instantaneously changing
setup. Models are pre-trained on the original CIFAR-10/100 and Tiny-ImageNet and continually adapted to a sequence of corruptions
with a batch size of 32 for CIFAR and 64 for Tiny-ImageNet. Our method significantly outperforms other baselines in online error
E(𝜓 ), average accuracy A(𝜓 ), and forward transfer F (𝜓 ).

Dataset Method 𝑡 E(𝜓 ) ↓ A(𝜓 ) ↑ F (𝜓 ) ↑gauss shot impul defoc glass motn zoom snow frost fog brit contr elast pixel jpeg

CIFAR-10-C

ERM 73.06 67.73 73.38 23.71 64.87 34.53 27.08 33.41 47.54 19.49 10.97 23.14 39.14 73.25 36.70 43.20 56.80 -
AdaBN 40.20 37.65 40.63 22.46 52.14 26.03 23.01 27.10 30.20 23.86 12.82 21.13 36.37 33.56 35.31 30.83 69.17 -
TTT 40.61 29.31 37.04 32.68 41.92 34.13 21.29 28.10 22.47 24.25 16.22 24.45 30.01 25.97 24.20 28.84 64.38 -4.42
Tent 27.83 23.08 29.89 20.60 42.48 28.79 26.81 34.92 38.45 38.88 31.71 41.08 49.51 50.70 50.34 35.67 47.69 -31.11
CoTTA 25.63 22.46 27.09 19.75 35.35 23.10 21.33 25.16 24.91 29.15 19.15 33.40 33.22 29.04 28.87 26.51 66.18 -7.49

Ours 28.64 25.36 32.38 15.52 40.55 19.55 16.77 20.65 20.78 19.81 11.34 16.86 28.36 24.16 24.70 22.99 77.36 0.58

CIFAR-100-C

ERM 94.24 91.36 91.52 55.00 87.42 62.58 56.06 67.12 76.52 57.58 42.42 66.97 65.15 90.91 67.73 71.51 28.49 -
AdaBN 78.33 75.91 74.55 52.27 76.21 58.18 55.00 64.70 61.67 58.64 43.64 60.61 64.09 66.06 70.30 64.01 36.12 -
TTT 72.97 68.18 72.86 72.93 77.54 74.06 57.36 73.42 62.37 60.33 48.48 71.81 61.77 60.55 62.00 66.44 26.49 -12.64
Tent 76.52 71.21 68.18 48.79 71.52 52.88 45.15 55.61 53.33 52.42 41.21 54.55 55.00 52.27 59.39 57.20 38.84 -2.30
CoTTA 68.79 70.61 69.39 57.88 70.00 61.36 55.61 61.36 56.67 62.27 45.00 75.61 64.09 60.00 60.30 62.60 35.37 1.52

Ours 66.42 64.78 65.65 44.33 67.20 47.89 46.01 54.11 54.35 53.75 39.85 49.87 57.46 54.66 60.87 55.11 45.23 0.19

Tiny
ImageNet-C

ERM 86.06 83.94 95.00 88.64 92.27 73.79 77.27 65.45 61.21 75.45 57.42 95.45 81.97 64.55 48.94 76.49 23.51 -
AdaBN 85.84 83.43 89.35 82.70 91.00 74.67 75.98 75.23 74.43 78.94 70.90 94.44 77.76 72.01 73.80 80.03 19.97 -
TTT 95.29 78.44 79.32 82.74 88.30 81.13 67.35 75.47 65.57 69.71 60.50 96.02 67.32 59.40 57.01 74.90 20.25 -11.16
Tent 85.22 82.79 88.23 84.40 91.61 80.31 82.26 83.49 84.17 86.33 83.14 96.48 89.76 88.28 89.90 86.42 7.72 -12.58
CoTTA 83.49 80.37 87.86 79.22 89.18 69.65 71.10 70.83 69.49 74.49 64.67 93.07 73.35 65.33 68.00 76.01 24.60 1.29

Ours 74.62 70.12 80.72 77.56 83.63 54.13 54.04 59.22 53.69 63.77 49.34 91.72 63.29 53.84 49.56 65.28 27.39 -12.27

pre-trained model to non-stationary target data by reducing error
accumulation and alleviating forgetting.

For fair comparison, we use our pre-trained model as the back-
bone for all baselines except ERM and TTT, since TTT has its own
pre-training strategy. In contrast to previous work that utilizes pre-
trainedmodels such asWideResNet-28 [50],we train all models from
scratch and refrain from using the data augmentations that coincide
with the corruptions/domains at test time to avoid test data leakage,
accurately measuring the adapting capability of the algorithms.

Metrics. 1) Online error.We immediately record the online pre-
diction of each batch after the model was adapted to it. We calculate
the online prediction error, E(𝜓 ), by averaging the errors of all tar-
get domains. 2) Continual learning metrics.We further evaluate
the cascading paradigm using the metrics proposed in Section 3:
average accuracy A(𝜓 ) and forward transfer F (𝜓 ).

6.1 Image Classification
For image classification, We validate our method on CIFAR-10/100-C
and Tiny-ImageNet-C.

Dataset. CIFAR-10/100-C and Tiny-ImageNet-C [13] is a robust-
ness benchmark consisting of fifteen corruptions types with five
levels of severity applied to the test set of CIFAR-10/100 [19] and
Tiny-ImageNet [21]. The corruptions consist of four main categories:
noise, blur, weather, and digital. We show the model performance
on the highest severity.

Setup. Following [40], we use 15 corruptions as target domains.
The model is pre-trained on the original CIFAR-10/100 and Tiny-
ImageNet datasets and continually adapted to a sequence of im-
age corruptions in CIFAR-10/100-C and Tiny-ImageNet-C. We use
ResNet-26 [12] for the first two datasets and ResNet-34 for the third
dataset. We append a lightweight 2-layer fully connected network
as the auxiliary classifier. During pre-training, the initial learning

rate is 0.001 with a linear decay and the number of epochs is 75. We
use AugMix [14] for domain randomization. At test time, the SGD
optimizer with Nesterov momentum [41] with an online learning
rate of 0.001 updates the model. As we wish to simulate the online
setting, we use a small batch size of 32 for CIFAR-10/100-C and 64
for the more challenging benchmark Tiny-ImageNet-C.

Table 2: Results (%) on CIFAR-10-C on the gradually changing
setup. Models are pre-trained on CIFAR-10 and continually
adapted to a sequence of 135 gradually changing domains
with a batch size of 32. Our method enables long-term adap-
tation to target domains while others fail catastrophically.

Metrics E(𝜓 ) ↓ A(𝜓 ) ↑ F (𝜓 ) ↑
TTT 28.39 60.29 -13.94
Tent 64.26 11.39 -72.83
CoTTA 41.08 26.93 -54.83

Ours 17.51 81.19 -2.4

Results. 1) Instantaneously changing setup. Tab. 1 shows the
results of CIFAR-10-C, CIFAR-100-C, and Tiny-ImageNet-C with the
highest corruption severity on the standard domain sequence. Our
method outperforms other baselines in most corruptions and yields
the lowest average error of 22.99%, 55.11%, and 65.28% on the three
benchmarks, respectively. For forward transfer, our model achieves
a F (𝜓 ) of 0.58% and 0.19% on CIFAR-10/100-C, showcasing its ca-
pability to adapt to current domains by leveraging past knowledge.
However, on the more challenging benchmark Tiny-ImageNet-C, it
suffers a relatively high negative F (𝜓 ) of −12.27. Other baselines
exhibit lower performance on online error with negative forward
transfer, except for CoTTA on CIFAR-100-C, and Tiny-ImageNet-C
with a forward transfer of 1.52%, and 1.29%. The results underscore
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our method’s efficiency in continual adaptation to various image
corruptions.

2) Gradually changing setup. Next, we evaluate our model
on the gradually changing setup, which is more relevant to the
real-world scenario. In the standard sequence of corruptions, target
domains change abruptly, especially in the highest severity. Instead,
following [46], we construct a sequence of target domains such that
the evolving pattern of distributional drift is smoother. Specifically,
for each corruption 𝑡 we continuously change its severity level
from 1 to 5 and then back to 1 and then change the corruption type,
making up 135 target domains:

...2→ 1︸   ︷︷   ︸
𝑡−1 and before

→ 1→ 2→ ...5→ 4→ ...1︸                           ︷︷                           ︸
corruption 𝑡

→ 1→ 2...︸   ︷︷   ︸
𝑡+1 and after

This setup evaluates the model’s capability of long-term adaptation.
Per Tab. 2, Tent and CoTTA, with the need of statistically sufficient
data, i.e., a large batch size, perform rather poorly. They both suf-
fer from error accumulation over a lengthy sequence of domains
and eventually deviate from the true prediction mechanism. Since
CoTTA updates all model parameters, continually adapting to small
batches causes the model to overfit to the current batch, prevent-
ing it from efficiently adapt to the subsequent ones. In contrast,
our model maintains stability over an extended domain sequence,
achieving a substantial 81.19% average accuracy with minimal for-
ward transfer losses. Our approach alleviates batch dependency
[52] by successfully adapting over 135 diverse domains.

6.2 Text Classification
In this section, we conduct experiments on Amazon Reviews by [6]
for text classification.

Dataset. Amazon Reviews is a widely adopted benchmark in the
context of domain adaptation for sentiment classification. It is a
collection of product reviews from amazon.com in four product
domains: books, dvds, electronics, and kitchen appliances. Reviews
are assigned with binary labels - 0 (or “negative”) if the rating of
the product is up to 3 stars, and 1 (or “positive”) if the rating is 4
or 5 stars. We use unigrams and bigrams as features resulting in
5000 dimensional representations [10]. Following [48], we leverage
the four operations for text augmentation: synonym replacement,
random insertion, random swap and random deletion. See Appx. A.2
for more details on augmentations.

Setup.We pre-train the model on one source domain “books”,
and continually adapt themodel to “dvds”, “electronics”, and “kitchen”.
Similar to [10], the extracted features are fed into two FC layers
with the size of 50. A softmax layer with the size of two is used
to classify the sentiment of reviews into “positive” or “negative”.
We append a BN layer to each hidden layer and append a FC layer
with the size of 2 as the auxiliary classifier. We use Adam [17] to
optimize the model, and the initial learning rate 𝜂0 = 10−4. Similar
to the image classification task, the batch size is set to 32.

Results. Tab. 3 shows the results of text classification onAmazon
Reviews. Results show that our method outperforms others across
all test domains by a large margin. Specially, our method achieves
the lowest online prediction error of 21.73% and the highest aver-
age accuracy of 78.73% across all past domains at the end of the
adaptation. Notably, our model achieves 4.82% in forward transfer,

Table 3: Results (%) on Amazon Reviews. Models are pre-trained
on “books” and continually adapted to “dvds”→ “electronics”
→ “kitchen” with a batch size of 32.

Method 𝑡 E(𝜓 ) ↓ A(𝜓 ) ↑ F (𝜓 ) ↑dvds electronics kitchen

ERM 19.78 26.50 20.06 22.11 77.89 -
AdaBN 20.47 25.03 20.99 22.17 77.83 -
Tent 20.87 25.26 21.85 22.66 77.26 -1.08

Ours 19.19 25.00 21.01 21.73 78.73 4.82

indicating the model can leverage knowledge from past domains
to accelerate the adaptation to the current domain. Results demon-
strates the effectiveness of our method in continually adapting to
different text domains.

6.3 Speech Recognition
In this section, we perform experiments on Google Commands
by [47] for speech recognition.

Table 4: Results (%) on Google Commands. Models are pre-
trained on the clean audios and continually adapted to “Amp.”
→ “Pit.”→ “Noise”→ “Strech”→ “Shift”.

Method 𝑡 E(𝜓 ) ↓ A(𝜓 ) ↑ F (𝜓 ) ↑Amp. Pit. Noise Stretch Shift

ERM 36.5 26.7 27.4 25.8 31.7 29.62 70.38 -
AdaBN 36.8 26.1 26.9 22.5 28.3 28.12 71.88 -
Tent 36.1 23.6 24.8 20.2 28.5 26.64 72.25 -23.15

Ours 35.4 21.2 21.9 20.6 27.3 25.28 74.66 -6.04

Dataset. Google Commands has 65000 utterances (one second
long) from thousands of people. There are 30 different command
words in total. There are 56196, 7477, and 6835 examples for train-
ing, validation, and test. To simulate domain shift in real-world
scenarios, we apply five common corruptions in both time and
frequency domains. This creates five test sets that are “harder” than
training sets, namely amplitude change (Amp.), pitch change (Pit.),
background noise (Noise), stretch (Stretch), and time shift (Shift).
The range of “amplitude change” is (0.7,1.1). The maximum scales
of “pitch change”, “background noise”, and “stretch” are 0.2, 0.45,
and 0.2, respectively. The maximum shift of “time shift” is 8. See
Appx. A.3 for more details on data preprocessing and augmenta-
tions. We use the default hyper-parameters from audiomentations1.

Setup.We pre-train the model on the clean train set, and con-
tinually adapt it to “Amp.”, “Pit.”, “Noise”, “Stretch”, and “Shift”. We
encode each audio into aMel-spectrogramwith the size of 1×32×32
and feed them to LeNet [22] as one-channel input.

Results. Tab. 4 shows the results of speech recognition onGoogle
Commands. As seen, our method outperforms other baselines on
all target domains except “stretch”, indicating its strong adaptation
capability on corruptions in both time and frequency domains. In de-
tail, our method outperforms the second best by 0.7% on “amplitude
change”, 2.4% on “pitch change”, 2.9% on “background noise”, and
1https://github.com/iver56/audiomentations

https://github.com/iver56/audiomentations
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Table 5: Online classification error (%) on CIFAR-10-C across
different batch sizes on the instantaneously changing setting.
Our method shows consistent performance across different
batch sizes, and outperforms Tent and CoTTA by at least 9%
with a batch size of 16. We report the mean and standard
deviation across all batch sizes.

Batch Size 128 64 32 16 Mean ± Std

Tent 22.53 25.99 35.67 50.28 33.61 ± 12.4
CoTTA 21.75 22.96 26.51 33.58 26.20 ± 5.3

TTT 28.15 27.02 28.84 27.15 27.79 ± 0.7
Ours 22.26 22.32 22.99 24.63 23.05 ± 1.1

1.0% on “time shift”, respectively. Our method suffers significantly
less deterioration in forward transfer compared to Tent.

6.4 Ablation Study
We have shown that our method yields significant improvements
across different modalities including image, text, and speech. In
this section, we perform ablation study to investigate the key com-
ponents of the proposed cascading paradigm and provide main
observations as follows:

Our model is insensitive to batch sizes. In online adaptation,
we expect the batch size to be relatively small and varied; an on-
line model should perform well on such conditions. We show the
classification error on CIFAR-10-C across different batch sizes in
Tab. 5. A smaller standard deviation indicates that a model is less
sensitive to the batch size. CoTTA’s performance drops by 11.83%
when the batch size reduces from 128 to 16 due to overfitting on
early batches with insufficient statistical input. Tent, with limited
data, shows 50.28% average error for batch size 16. In contrast, our
method exhibits the lowest error, remaining consistent across batch
sizes with a 0.9% standard deviation, showcasing its insensitivity
and online adaptability It is also worth noting that both TTT and
our method are insensitive to different batch sizes, possibly due to
the usage of the auxiliary classifier.
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Figure 3: Validation of the cascading paradigm on CIFAR-10-C.
Left: Classification error of models w/ and w/o the auxiliary
classifier 𝜃𝑎 . Right: Classification error of models updating
and fixing the main classifier 𝜃𝑚 at test time.

Auxiliary classifier effectively synchronizes modules. The
cascading paradigm allows us to synchronously modulate the fea-
ture extractor 𝜙 and main classifier 𝜃𝑚 through self-supervised

Table 6: Ablation study on the effectiveness of 𝜃𝑎 . Online
classification error (%) on Tiny-ImageNet-C on 5 levels of cor-
ruption severity.

Methods 1 2 3 4 5

w/o 𝜃𝑎 46.07 50.46 56.47 63.82 68.09
Ours 44.20 48.36 54.14 61.45 65.28

learning at test time. To validate its effectiveness, we conduct two
ablation studies on CIFAR-10-C dataset: (1) We discard 𝜃𝑎 and com-
pute the entropy of the output of 𝜃𝑚 . In Fig. 3 (left), we observe
that 𝜃𝑎 consistently improves the classification performance across
all levels of corruption severity, possibly due to that 𝜃𝑎 converts the
logits into another space with less intervention to the cross-entropy.
(2) We only modulate BN-related parameters and keep 𝜃𝑚 fixed at
test time. In Fig. 3 (right), we can see that our model outperforms
the variant with 𝜃𝑚 fixed during test, validating the effectiveness of
jointly modulating both 𝜙 and 𝜃𝑚 . We further conduct the ablation
study on Tiny-ImageNet-C, a more challenging dataset, to confirm
the effectiveness of 𝜃𝑎 , as depicted in Tab. 6.

Table 7: Ablation study on the effect of meta-learning on
CIFAR-10-C across different batch sizes.

Method Meta 128 64 32 16

TTT % 28.15 27.02 28.84 27.15
TTT ! 24.04 24.37 27.93 28.20

Ours % 27.93 47.18 66.53 75.88
Ours ! 22.26 22.32 22.99 24.63

Meta-learning improvesmodel robustness.Themeta-learning
approach aligns gradients between self-supervised and supervised
losses and enables effective initialization. This allows the model to
rapidly adapt to unlabeled target domains with limited data. To vali-
date its effectiveness, we create a model variant using conventional
multi-task learning (MTL). In this variant, we update the model via
gradients from the combined entropy and cross-entropy loss:

{𝜓, 𝜃𝑎} ← {𝜓, 𝜃𝑎} − 𝛼∇{𝜓,𝜃𝑎 }LMTL (𝜓, 𝜃𝑎 ;D𝜏 ),

LMTL = E𝜏∼PS+ [LCE (𝜓 ;D𝜏 ) + 𝜆LENT (𝜓, 𝜃𝑎 ;D𝜏 )] .
Furthermore, we apply meta-learning on TTT and achieve a signif-
icant improvement in performance across different batch sizes, as
shown in Tab. 7. Similar to Eq. 3 and Eq. 4 described in Sec. 4.2, we
adapt the inner and outer loop update to TTT respectively as:

𝜙 ′ ← 𝜙 − 𝛼∇𝜙E𝜏∼PS+
[
LR (𝜙, 𝜃𝑎 ;Dtrn

𝜏 )
]
, (5)

and
{𝜓, 𝜃𝑎} ← {𝜓, 𝜃𝑎} − 𝛽∇{𝜓,𝜃𝑎 }LMeta (𝜙 ′, 𝜃𝑚, 𝜃𝑎 ;Dval

𝜏 ),

LMeta = E𝜏
[
LCE

(
𝜙 ′, 𝜃𝑚 ;Dval

𝜏

)
+ 𝜆LR

(
𝜙 ′, 𝜃𝑎 ;Dval

𝜏

)]
,

(6)

whereLR is the image rotation prediction loss. Noticeably, it boosts
TTT’s accuracy with the batch size of 128 by 4.11%. Another critical
observation is that without meta-learning our cascading paradigm
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exhibits a poor performance for small batch sizes and has to rely on
sufficient data statistics to yield a decent accuracy. Results demon-
strate the effectiveness of meta-learning in adapting to few samples.

6.5 Uncertainty Quantification
In our approach, we use entropy as the self-supervised loss, which is
used to quantify the uncertainty. To investigate the relationship be-
tween uncertainty and classification error, we analyze the evolution
of entropy and error. Results are shown in Fig. 4. In Fig. 4 (left), we
note that both entropy and error decrease when the model adapts
to more samples of the target domain. In Fig. 4 (right), we can see
that both entropy and error increase with the level of severity. En-
tropy shows consistent trends with the classification error in both
cases. The results demonstrate that entropy can reflect the model’s
uncertainty with respect to target domains as well as measure the
distributional distance between the source and target domain.
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Figure 4: Uncertainty quantification on CIFAR-10-C. Entropy
and error after adapting to different numbers of test samples
(left) and different levels of corruption severity (right). En-
tropy shows consistent trends with the classification error.

7 CONCLUSION
We proposed a cascading paradigm for continual test-time adapta-
tion. In contrast to the parallel paradigmwhich only enables feature
updates, the cascade paradigm synchronouslymodulates the feature
extractor and classifier at test-time, mitigating the mismatch be-
tween them and enabling long-term model adaptation. To minimize
the interference between the main and self-supervised tasks, we
propose a meta-learning framework for model pre-training to align
the gradients between the supervised and self-supervised losses.
Moreover, the meta-learning framework facilitates fast adaptation
to target distributions using limited unlabelled data. Extensive ex-
periments as well as ablation studies demonstrate the superiority
of our approach on a range of tasks including image classification,
text classification, and speech recognition.
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A IMPLEMENTATION DETAILS

Weprovide the details of network architectures used for the three
modalities in our experiments. Following Fig. 1, we will describe the
design in terms of the feature extractor𝜙 , the main classifier 𝜃𝑚 and
the auxiliary classifier 𝜃𝑎 for easy interpretation. All experiments
are conducted on a single GeForce RTX 2080 Ti GPU with 12G
memory.

A.1 Image
A.1.1 CIFAR-10/100-C. We use ResNet-26 [12] as the backbone.
The input dimension is 3 × 32 × 32.

𝜙 : The first layer of the model contains a 3×3 convolution (Conv)
layer with 16 output channels. The input is then passed through
three ResNet layers, each having four basic blocks. Each basic block
consists of two Conv 3×3 layers with the same number of channels.
The number of channels for each ResNet layer is {16, 32, 64}. Each
Conv is followed by batch normalization (BN) and a rectifier linear
unit (ReLU). After all the Conv layers, the network produces a
feature map of size 64 × 8 × 8, reduced to 64 × 1 × 1 after pooling.

𝜃𝑚 : The feature map is flattened and fed into a fully connected
(FC) layer of size 10/100 to generate the logits before applying
Softmax for the final prediction.

𝜃𝑎 : We then append a two-layer FC network with size {64, 10/100}
that take the logits from 𝜃𝑚 as the input.

A.1.2 Tiny-ImageNet-C. We use ResNet-34 [12] as the backbone.
The input is resized to 3 × 224 × 224.

𝜙 : The module follows the official PyTorch [33] implementation.
𝜃𝑚 : The feature map is flattened and fed into an FC layer of size

200 to generate the logits before applying the softmax activation
function for the final prediction.

𝜃𝑎 : We then append a two-layer FC network with size {1024, 200}
that take the logits from 𝜃𝑚 as the input.

We use the Stochastic Gradient Descent optimizer with Nesterov
momentum [41] and set the batch size to 32 for CIFAR-10/100-C and
64 for Tiny-ImageNet-C. During pre-training, the initial learning
rate is 0.001 with a linear decay and the number of epochs is 75.
During adaptation, the learning rate is set to 0.001.

A.2 Text
We employ four data augmentations: (1) Synonym replacement:
randomly choose words from the sentence that are not stop words
and replace each of them with one of their synonyms chosen at
random; (2) Random insertion: find a random synonym of a ran-
dom word in the sentence that is not a stop word and insert that
synonym into a random position in the sentence; (3) Random swap:
randomly choose a pair of words in the sentence and swap their
positions; (4) Random deletion: randomly remove each word in the
sentence with a certain probability. For all augmentations, we use
the hyper-parameters from [48]. We use a simple FC network. Raw
text samples are first converted into the mSDA [6] representation.

𝜙 : The mSDA vector is then fed into two FC layers with the
hidden dimensions of 1024 and 512.

𝜃𝑚 : The output feature is then passed into an FC layer of size 2
and a softmax layer for binary prediction.

𝜃𝑎 : Another FC layer of size 2 is appended to 𝜃𝑚 .
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Table 8: Results (%) on CIFAR-10-C with corruption level ranging from 1 to 4 following the instantaneously changing setup.
Models are pre-trained on the original CIFAR-10 and continually adapted to a sequence of corruptions with a batch size of 32.
Our method significantly outperforms other baselines in online error E(𝜓 ), average accuracyA(𝜓 ), and forward transfer F (𝜓 ).

Level Method 𝑡 E(𝜓 ) ↓ A(𝜓 ) ↑ F (𝜓 ) ↑gauss shot impul defoc glass motn zoom snow frost fog brit contr elast pixel jpeg

4

ERM 68.23 57.38 54.03 13.99 66.91 27.14 20.42 29.06 35.58 11.44 9.86 12.11 27.59 57.57 32.91 34.95 65.05 -
AdaBN 37.13 32.78 32.83 15.53 51.74 22.21 19.08 27.53 25.37 15.61 11.96 15.95 26.26 24.18 32.14 26.02 73.98 -
TTT 36.94 24.67 30.79 20.42 40.74 25.44 17.95 27.31 18.49 14.97 12.64 15.35 22.18 19.65 21.58 23.27 73.09 0.13
Tent 27.58 20.17 23.50 14.18 37.28 19.16 15.77 23.20 19.59 14.39 12.77 14.18 21.87 17.61 21.61 20.19 79.31 -1.55
CoTTA 26.47 23.80 26.69 18.61 43.18 25.55 24.70 28.05 26.82 25.11 17.67 31.18 36.98 31.83 35.06 28.11 63.32 -12.35

Ours 25.64 21.43 25.54 12.08 40.49 16.27 14.41 21.38 17.36 13.08 10.01 13.07 20.05 17.97 22.62 19.43 80.65 -0.06

3

ERM 62.71 49.81 30.51 11.30 55.19 27.97 17.07 26.83 33.17 10.01 9.62 10.73 16.60 33.55 28.99 28.27 71.73 -
AdaBN 34.24 29.07 24.69 13.14 39.59 22.09 16.97 25.50 23.81 13.80 11.94 14.39 18.48 18.28 29.93 22.39 77.61 -
TTT 35.07 22.45 24.02 14.71 30.25 25.08 16.67 23.46 18.01 12.64 11.19 12.86 15.42 15.00 19.59 19.82 78.23 1.99
Tent 25.25 17.92 18.23 11.83 27.75 18.52 14.49 19.64 18.37 12.86 11.84 12.89 15.55 14.90 20.27 17.35 82.41 -1.11
CoTTA 24.75 21.55 21.01 15.33 31.85 24.39 22.25 24.67 25.55 20.31 16.36 25.01 29.41 25.81 31.79 24.00 68.89 -10.45

Ours 23.47 18.85 17.80 9.97 28.74 16.51 12.86 18.84 17.06 11.18 9.76 11.48 14.24 13.81 20.76 16.35 83.64 -0.26

2

ERM 46.90 28.94 21.62 9.54 56.80 19.92 14.27 31.57 21.03 9.54 9.21 10.00 14.29 24.50 25.88 22.93 77.07 -
AdaBN 27.66 21.47 20.29 11.95 38.96 17.88 15.02 25.55 18.75 12.61 11.76 13.24 17.00 16.30 26.68 19.67 80.33 -
TTT 29.04 16.88 21.81 11.52 31.61 20.59 14.72 23.47 15.46 11.06 10.29 11.25 14.65 13.73 18.51 17.64 81.74 2.68
Tent 21.22 14.21 15.33 10.49 27.98 15.44 12.79 19.53 14.98 11.51 10.95 11.69 14.86 13.50 17.80 15.49 85.76 -0.42
CoTTA 20.58 16.33 17.67 13.29 31.33 20.23 19.69 23.14 21.12 17.41 15.46 21.03 24.92 23.51 29.21 20.99 72.15 -9.64

Ours 19.48 14.43 15.14 9.65 28.36 13.73 11.37 18.13 13.87 10.24 9.35 10.84 13.13 12.79 18.98 14.63 85.42 -0.42

1

ERM 27.70 19.21 15.06 8.80 59.08 13.64 13.44 17.35 14.61 8.90 8.83 9.00 14.37 13.32 17.98 17.42 82.58 -
AdaBN 20.42 17.93 15.20 11.69 38.83 14.90 14.51 17.44 16.05 11.83 11.65 12.01 17.22 14.37 20.79 16.99 83.01 -
TTT 23.69 14.64 17.01 9.90 33.45 15.58 14.21 16.24 11.77 9.98 9.57 9.81 13.31 11.72 15.18 15.07 85.45 3.61
Tent 16.10 12.54 12.37 9.70 26.92 13.08 12.32 14.19 12.21 10.31 10.32 10.44 14.71 11.51 14.38 13.41 86.72 0.09
CoTTA 15.95 14.74 14.41 12.07 30.40 16.58 17.82 17.47 17.72 15.41 14.63 16.67 24.28 20.19 24.07 18.16 76.26 -7.72

Ours 14.97 12.73 12.12 9.45 28.98 11.51 11.26 13.22 11.70 9.67 9.46 9.88 13.79 11.39 14.99 13.01 86.87 -0.75

We append a BN layer to each hidden layer. We use Adam [17]
to optimize the model for 1000 iterations, and the initial learning
rate 𝜂0 = 10−4. We adopt the inverse-decay strategy of DANN
[51], where the learning rate changes by 𝜂𝑝 =

𝜂0
(1+𝜔𝑝 )𝜙 , 𝜔 = 10,

𝜙 = 0.75, and 𝑝 is the progress ranging from 0 to 1. Similar to image
classification, the batch size is 32, simulating the online setting.

A.3 Speech
In Google Commands [47], the range of “amplitude change” is
(0.7,1.1). Themaximum scales of “pitch change”, “background noise”,
and “stretch” are 0.2, 0.45, and 0.2, respectively. The maximum shift
of “time shift” is 8. For audio augmentation, we leverage the fol-
lowing three operations: (1) Gain: multiply audio by a random
amplitude factor to lower or raise volume; (2) High-pass filtering:
apply parameterized filter steepness to input audio; (3) Impulse re-
sponse: convolve audio with a randomly selected impulse response.
The mel-spectrogram features of dimension 1× 32× 32 are fed into
LeNet [22] as the 1-channel image.

𝜙 : The original image is fed into two 5 × 5 Conv layers with the
channels of 6 and 16, outputing a feature of dimension 16 × 5 × 5.

𝜃𝑚 : The feature then go through two FC layers with the size
of 120 and 84, respectively. The output is a 30-dimensional vector
before applying softmax to predict the spoken word.

𝜃𝑎 : An FC layer of size 30 follows 𝜃𝑚 .
We append a BN layer to each Conv layer. Models are trained

using SGD with a learning rate of 0.1 linearly reduced to 0.001 for
50 epochs.

Table 9: Average time taken to adapt to each corruption on
CIFAR-10/100-C and Tiny-ImageNet-C.

Methods CIFAR-10-C CIFAR-100-C Tiny-ImageNet-C
CoTTA 24 sec 36 sec 175 sec
Ours 7 sec 7 sec 19 sec

B ADDITIONAL RESULTS
We report the results on CIFAR-10-C in the instantaneously chang-
ing setup on severity levels 4 to 1 (Tab. 8). We use the same baselines
as in Sec. 6 of the main paper: ERM [42], AdaBN [24], TTT [40],
Tent [45], and CoTTA [46]. Overall, our method consistently outper-
forms others in terms of E(𝜓 ) andA(𝜓 ) across the four corruption
severity levels. Notably, CoTTA displays a substantial loss in both
F (𝜓 ) possibly due to two reasons. First, the error accumulation
due to insufficient statistics (i.e., small batch size) deteriorates the
model performance over time, leading to the incapability to transfer
past domains’ knowledge to the current. Second, by updating all
the parameters, CoTTA suffers from catastrophic forgetting since
the model overfits to the data stream. Experiments show that only
updating a portion of the learnable parameters helps retain past
knowledge, thus avoiding forgetting.

C INFERENCE TIME
Different from CoTTA which updates all the parameters of the fea-
ture extractor, our method only updates BN parameters. Therefore,
our methods are an order of magnitude faster than CoTTA (Tab. 9).
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